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Abstract

The total and differential cross sections of the process $e^+e^- \rightarrow n\gamma$ with $n \geq 2$ are measured using data collected by the L3 experiment at centre–of–mass energies of $\sqrt{s} = 183$ and 189 GeV. The results are in agreement with the Standard Model expectations. Limits are set on deviations from QED, contact interaction cut-off parameters and masses of excited electrons.
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1 Introduction

The process \( e^+e^- \rightarrow \gamma\gamma(\gamma) \), where \( (\gamma) \) denotes possible additional photons, is described very accurately by QED. The experimental signature of these events is clean, and they can be selected with negligible background. Therefore, this process is well suited to test QED and to look for new physics phenomena, whose expected contributions grow with the increase of the centre–of–mass energy, \( \sqrt{s} \).

In this paper, the results on the study of the process \( e^+e^- \rightarrow n\gamma \) \((n \geq 2)\) are presented. The analysis is performed on the data sample collected by the L3 detector \([1]\) during 1997 and 1998, at \( \sqrt{s} = 182.7 \) GeV (183 GeV hereafter) and \( \sqrt{s} = 188.7 \) GeV (189 GeV hereafter) respectively. The integrated luminosities for each sample are 54.8 pb\(^{-1}\) and 175.3 pb\(^{-1}\), respectively. Previous results have been published by L3 at lower centre–of–mass energies \([2–4]\) and by other experiments \([5]\).

2 Event selection

The analysis performed on these data is similar to that reported in previous papers \([4]\). A photon candidate is defined as:

- A shower in the electromagnetic barrel or end-cap calorimeters with energy larger than 1 GeV. The profile of the shower must be consistent with that of an electromagnetic particle.

- The number of hits in the vertex chamber within an azimuthal angle of \( \pm 8^\circ \) around the direction of the photon candidate must be less than 40\% of the expected number of hits for a charged particle.

To select an event there must be at least two photon candidates with polar angles \( \theta_{\gamma} \) between \( 16^\circ \) and \( 164^\circ \) with an angular separation of more than \( 15^\circ \) and no other activity in the detector. In addition, to reject \( e^+e^- \rightarrow \nu\bar{\nu}\gamma\gamma \) and cosmic rays, we require that the sum of the energies of the photon candidates be larger than \( \sqrt{s}/2 \).

The only expected backgrounds are \( e^+e^- \rightarrow e^+e^- (\gamma) \) and \( e^+e^- \rightarrow \tau^+\tau^- (\gamma) \). These contributions are estimated from Monte Carlo simulations using BHWIDE \([6]\) for Bhabha events and KORALZ \([7]\) for \( \tau \) events, and are found to be negligible. The acceptance is computed applying the same analysis to a sample of \( e^+e^- \rightarrow \gamma\gamma (\gamma) \) events generated using an order \( \alpha^3 \) Monte Carlo generator \([8]\) passed through the L3 simulation \([9]\) and reconstruction programs. The selection efficiencies to detect at least two photons inside the fiducial volume are found to be \( 68.8 \pm 0.2\% \) at \( \sqrt{s} = 183 \) GeV and \( 68.0 \pm 0.2\% \) at \( \sqrt{s} = 189 \) GeV for \( 16^\circ < \theta_{\gamma} < 164^\circ \), where the errors quoted are the statistical errors of the Monte Carlo sample. The efficiency of the calorimetric energy trigger is estimated to be above 99.7\% for both samples. It is estimated by using a sample of Bhabha events, which has an independent trigger for charged particles.

3 Analysis

A total of 460 events at \( \sqrt{s} = 183 \) GeV and 1374 events at \( \sqrt{s} = 189 \) GeV are selected. They are classified according to the number of isolated photons in \( 16^\circ < \theta_{\gamma} < 164^\circ \), as presented in Table \([11]\) together with the number of expected events. Figure \([11]\) shows one event with 4
detected photons at $\sqrt{s} = 183$ GeV. No events with 5 or more photons in this angular range have been observed. For the two most energetic photons, the acollinearity angle distribution is shown in Figure 2 and the acoplanarity angle distribution in Figure 3.

<table>
<thead>
<tr>
<th>$\sqrt{s}$ = 183 GeV</th>
<th>$\sqrt{s}$ = 189 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{obs}}$</td>
<td>$N_{\text{exp}}$</td>
</tr>
<tr>
<td>2$\gamma$</td>
<td>436</td>
</tr>
<tr>
<td>3$\gamma$</td>
<td>23</td>
</tr>
<tr>
<td>4$\gamma$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Number of observed, $N_{\text{obs}}$, and expected, $N_{\text{exp}}$, events with 2, 3 and 4 photons.

The differential cross section as a function of the $\cos\theta$ of the event is shown in Figure 4. The polar angle $\theta$ of the event is defined as $\cos\theta = |\sin(\theta_1-\theta_2)/\sin(\theta_1+\theta_2)|$, where $\theta_1$ and $\theta_2$ are the polar angles of the two most energetic photons in the event. The measured differential distributions have been corrected for efficiency and higher order QED contributions using the Monte Carlo simulation. These distributions are then compared directly with the lowest order QED predictions. Good agreement between the data and the QED prediction is observed.

The observed number of events corresponds to a total cross section in the fiducial region $16^\circ < \theta < 164^\circ$ of:

$$\sigma_{\gamma\gamma}(\gamma) = 12.17 \pm 0.55 \pm 0.14 \text{ pb} \ (\sqrt{s} = 183 \text{ GeV})$$
$$\sigma_{\gamma\gamma}(\gamma) = 11.54 \pm 0.30 \pm 0.14 \text{ pb} \ (\sqrt{s} = 189 \text{ GeV}),$$

where the first error is statistical and the second is systematic. The main source of systematic error is the uncertainty in the selection efficiency. It has been evaluated by varying the selection cuts and taking into account the finite Monte Carlo statistics. The systematic error coming from the uncertainty in the measured luminosity ($\pm 0.2\%$) and in the background present in the sample ($< 0.5\%$) are found to be negligible. The statistical error dominates in the measurement of the cross section both at 183 GeV and at 189 GeV. The QED predicted cross sections are 12.65 pb and 11.78 pb \[8\] respectively, in agreement with the measurements.

These cross sections and previously measured values \[2-4\] together with the QED prediction, are presented in Figure 5 as a function of the centre-of-mass energy.

4 Limits on deviations from QED

The possible deviations from QED are parametrised by effective Lagrangians, and their effect on the observables can be expressed as a multiplicative correction term to the QED differential cross section. Depending on the type of Lagrangian, two general forms are considered \[10\]:

$$\frac{d\sigma}{d\Omega} = \left(\frac{d\sigma}{d\Omega}\right)_{\text{QED}} \left(1 + s^2 \frac{1}{\alpha^4} \sin^2\theta \right)$$

and
\[
\frac{d\sigma}{d\Omega} = \left( \frac{d\sigma}{d\Omega} \right)_{\text{QED}} \left( 1 + \frac{s^3}{32\pi\alpha^2\Lambda^6} \frac{1}{1 + \cos^2\theta} \right). \tag{2}
\]

The correction factors depend on the centre-of-mass energy, the polar angle and the scale parameters \( \Lambda, \Lambda' \) which have dimensions of energy. A more standard way of parametrising the deviations from QED is the introduction of the cut-off parameters \( \Lambda_\pm \) \[^{[11]}\). The differential cross section can be obtained from equation (1) by replacing \( \Lambda_4 \) by \( \pm(2/\alpha)\Lambda_4 \).

Limits on the different scale parameters have already been set in our previous publications \[^{[3,4]}\). However, since the sensitivity to possible deviations from QED increases rapidly with the centre-of-mass energy they are superseded by the present data. In order to quantify the possible deviations from QED we perform a maximum likelihood fit to the differential cross sections at each centre-of-mass energy. The estimated parameters combining the present results with those in our previous analyses \[^{[3,4]}\) are:

\[
\begin{align*}
\frac{1}{\Lambda_4} &= \left( -0.019^{+0.054}_{-0.038} \right) \times 10^{-11} \text{ GeV}^{-4} \\
\frac{1}{\Lambda_6^{\pm}} &= \left( -0.048^{+0.131}_{-0.092} \right) \times 10^{-16} \text{ GeV}^{-6}
\end{align*}
\]

consistent with no deviations from QED. To determine the confidence levels, the probability distribution is normalised over the physically allowed range of the parameters. At the 95\% C.L. the following limits are obtained:

\[
\begin{align*}
\Lambda &> 1304 \text{ GeV}, \quad \Lambda_+ > 321 \text{ GeV} \\
\Lambda' &> 703 \text{ GeV}, \quad \Lambda_- > 282 \text{ GeV}
\end{align*}
\]

The effects of \( \Lambda_\pm \) in the differential cross section can be seen in Figure 4. In this case, the parameters \( \Lambda_\pm \) have been fixed to the limits values quoted before.

The existence of excited electrons (\( e^* \)) would also introduce deviations from the QED predictions in the \( \gamma\gamma(\gamma) \) final states. The excited electron, of mass \( m_{e^*} \), couples to e and \( \gamma \) via two possible interactions. The first is purely magnetic \[^{[12]}\),

\[
\mathcal{L} = \frac{e}{2\Lambda_{e^*}} \bar{\psi}_e \sigma^{\mu\nu} \Psi_{e^*} F_{\mu\nu} + h.c.
\]

and the second is a chiral-magnetic one \[^{[13]}\):

\[
\mathcal{L} = \frac{e}{2\Lambda_{e^*}} \bar{\psi}_e \sigma^{\mu\nu} (1\pm\gamma^5) \Psi_{e^*} F_{\mu\nu} + h.c.
\]

In both cases we fit the excited electron mass fixing the interaction scale \( \Lambda_{e^*} \) to \( m_{e^*} \), obtaining

\[
\begin{align*}
\text{Purely Magnetic:} & \quad \frac{1}{m_{e^*}} = \left( -0.052^{+0.143}_{-0.104} \right) \times 10^{-9} \text{ GeV}^{-4} \\
\text{Chiral-Magnetic:} & \quad \frac{1}{m_{e^*}} = \left( -0.135^{+0.383}_{-0.352} \right) \times 10^{-9} \text{ GeV}^{-4}
\end{align*}
\]

From them we derive the 95\% C.L. lower limits of:

\[
\begin{align*}
\text{Purely Magnetic:} & \quad m_{e^*} > 283 \text{ GeV} \\
\text{Chiral-Magnetic:} & \quad m_{e^*} > 213 \text{ GeV}
\end{align*}
\]
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Figure 1: Display of an event with four detected photons at $\sqrt{s} = 183$ GeV.
Figure 2: Distribution of the acollinearity angle between the two most energetic photons in the $e^+e^-\rightarrow \gamma\gamma(\gamma)$ process at $\sqrt{s} = 183$ GeV (top), and $\sqrt{s} = 189$ GeV (bottom).
Figure 3: Distribution of the acoplanarity angle between the two most energetic photons in the $e^+e^- \rightarrow \gamma\gamma(\gamma)$ process at $\sqrt{s} = 183$ GeV (top), and $\sqrt{s} = 189$ GeV (bottom).
Figure 4: Differential cross section as a function of $\cos \theta$ for the process $e^+e^- \rightarrow \gamma\gamma(\gamma)$. The points show the measurements corrected for efficiency and additional photons. The solid line corresponds to the lowest order QED prediction. The dashed and dotted lines represent the limits obtained for deviations from QED, taking into account all the L3 data at centre-of-mass energies up to that presented in the corresponding plot.
Figure 5: Measured cross section as a function of the centre-of-mass energy for \( \theta \) between 16° and 164° compared with the QED prediction. The value at \( \sqrt{s} = 91 \text{ GeV} \) has been extrapolated to this angular range from the one given in [2]. The bottom part of the figure presents the relative deviation of the measurements with respect to the QED expectations.